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Welcome to Tenable AI Exposure

Tenable AI Exposure extends attack surface protection into the AI landscape, enhancing Tenable's
ability to provide timely threat detection and response. It ensures alignment with security standards
and regulatory requirements across the entire attack surface by continuously monitoring and
governing an organization's AI environment.

Tenable AI Exposure tracks AI tool usage and detects unmanaged shadow AI and monitors user
activity for anomalies, including on platforms like ChatGPT Enterprise and Microsoft Copilot 365.
The solution provides visibility into sensitive data within AI prompts, responses, and files, enabling
policy enforcement to manage data flow and prevent leakage. It also identifies misconfigurations in
AI models and applications, and detects malicious behaviors or vulnerabilities in real-time.

For more information, see Get Started with Tenable AI Exposure.

Get Started with Tenable AI Exposure

Tenable recommends following these steps to get started with Tenable AI Exposure data and
functionality.

Tip: Click a box to view the relevant task.
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Prerequisites

Before you begin configuring and using Tenable AI Exposure:

l Review the Tenable One Deployment Guide.

l Ensure you've got access to at least one supported AI application, for example,
ChatGPT Enterprise or Microsoft Copilot 365.

Tip: For more information, see Integrations.

License, Access, and Log In
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To use Tenable AI Exposure, you purchase licenses for assets: resources identified by — or
managed in — your Tenable products. Each product has a different asset type. For more
information, see the Tenable One Licensing Quick-Reference Guide.

To acquire a license:

1. Contact your Tenable representative to purchase the appropriate package.

To access and log in to Tenable AI Exposure:

l Review the Tenable AI Exposure System Requirements.

l Follow the steps to Log in to Tenable AI Exposure.

Configure Tenable AI Exposure for Use

l Familiarize yourself with the Tenable AI Exposure key terms.

l Familiarize yourself with the data metrics within Tenable AI Exposure.

l Integrate AI applications with Tenable AI Exposure.

l (Optional) Review and configure additional Tenable AI Exposure policy settings.

Analyze and Assess

Perform analysis on your data within Tenable AI Exposure:

l Access the Dashboard page, where you can gain a comprehensive understanding of your AI
usage and associated risks. The goal is to position you to take proactive measures by
surfacing the most relevant Key Performance Indicators (KPIs) in a unified, holistic view.

l Review and resolve your active Issues, or AI violations triggered by your users.

l Review your users' AI application Sessions and individual Messages to enforce AI security.
These processes help to keep your AI attack surface safe from risks, and ensures your
organization is using AI according to business values.

l (Optional) Create Exclusions to focus in on alerts and violations that matter to you, while
ignoring the ones that don't.

Tenable AI Exposure System Requirements
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Display Settings

Minimum screen resolution: 1440 x 1024

Supported Browsers

Tenable AI Exposure supports the latest versions of the following browsers.

Note: Before reporting issues with Tenable AI Exposure, ensure your browser is up to date.

l Google Chrome

l Apple Safari

l Mozilla Firefox

l Microsoft Edge

Note: Tenable AI Exposure is not supported on mobile browsers.

Key Terms

The following key terms apply to the Tenable AI Exposure user interface.

Term Definition

Agent An autonomous or semi-autonomous system that uses artificial
intelligence to perceive its environment, make decisions, and take actions
toward achieving specific goals — often interacting with users, other
systems, or external data sources.

AI Tool A callable function, API, service, or external interface that an AI agent can
access and use to augment its reasoning, perception, or action
capabilities.

AI Application A software system or product that uses artificial intelligence techniques
to perform tasks that typically require human intelligence. These tasks
can include understanding natural language, recognizing images, making
decisions, predicting outcomes, or adapting behavior based on data.
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Term Definition

Evidence The specific item within the AI asset (for example, agent or prompt) that
indicates why the finding was triggered.

Finding A raw, individual AI detection alert (for example, "Agent has sensitive data
in his knowledge base", "User prompt contains access data", etc.). Alone, a
finding may not be actionable.

Issue An AI security problem that needs to be addressed (for example, "Agent
contains sensitive information and open to the web" or "Agent contains a
risky tool").

Knowledge
(AI Agent)

Files or links added as supplemental context that the agent can reference
to provide more accurate and relevant responses. This knowledge can
come from external sources (e.g., web pages or uploaded files) or internal
organizational sources (e.g., documents, databases, or sensitive files).

Memory
(ChatGPT)

The system’s ability to store and recall information across interactions
with a user—beyond a single conversation. It allows ChatGPT to
"remember" facts, preferences, or instructions you’ve shared, which can
be used to personalize responses and improve continuity in future
sessions.

ChatGPT’s memory works in two ways:

l Saved memories are details ChatGPT remembers and uses in future
conversations, like your name, preferences, or goals. ChatGPT may
save important information automatically, but you can also ask it to
remember something directly by saying, “Remember this…”

l Chat history allows ChatGPT to reference past conversations when
responding, even if the information hasn’t been saved as a memory.
Since it doesn’t retain every detail, use saved memories for anything
you want ChatGPT to keep top-of-mind.

Policy A list of detection rules designed to trigger AI findings based on specific
detection logic. Each policy represents a set of rules related to a specific
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Term Definition

AI risk category, such as Exposed Access Data or Harmful Content, with
each rule representing a subcategory within that policy.

Rule A predefined policy or condition that prevents certain data, inputs,
behaviors, users, or operations from triggering notifications within the
Tenable AI Exposure interface.

Tenable AI Exposure Metrics

The following metrics are used to assess data within Tenable AI Exposure:

Issue and Finding Severity

Issues and Findings are categorized into severity categories based on the expected potential
security risk to your business.

Severity
Category

Business Risk

Critical The highest level of issue, representing a clear and active threat with severe
consequences.

l Examples: Confirmed leakage of credentials, full PII/PCI data exfiltration,
malicious jailbreak, or compromised AI supply chain

High A serious issue that strongly indicates malicious activity or exposure of
sensitive data.

l Examples: Attempted prompt injection, partial PII leakage, unauthorized
system access attempts.

Medium An issue with a moderate risk of leading to harmful behavior or data exposure if
left unchecked.

l Examples: Suspicious prompt attempts, minor data exposure of non-
sensitive info, weak access control.
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Low A minor issue with little to no immediate security impact.

l Examples: Harmless prompt misuse, low-confidence anomaly, minor
policy violation.

User Risk

Users are be categorized based on the expected potential risk they present to your organization.

Severity
Category

User Risk

Critical User activity represents a direct and active threat to AI security, compliance,
and business integrity.

l Examples: Deliberate attempts to exfiltrate confidential data (PII, PCI,
credentials), uploading or extracting executive communications, or
HR/finance/legal data, successfully bypassing safeguards to cause
harmful or unauthorized outputs.

High User behavior indicates serious attempts to bypass AI security controls or
expose sensitive data.

l Examples: Attempting prompt injection or malicious jailbreaks, sharing
sensitive business information (employee data, internal strategy).

Medium User behavior shows moderate potential for security or compliance issues.
Could escalate if repeated or combined with other actions.

l Examples: Prompts that probe for restricted outputs (but don’t succeed,
sharing non-critical business information with an AI model.

Low User activity poses minimal security risk, with little chance of leading to
sensitive data exposure or harmful outcomes.

l Examples: Entering harmless prompts, minor misuses of AI with no
sensitive content.

Policy and Rule Severity
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Policy and Rule severities are user defined, and can be configured in the following locations:

l Policy Severity — Via the Edit Policy page. For more information, see Edit a Policy.

l Rule Severity — Via the Edit Rule page. For more information, see Edit a Policy Rule.

Severity
Category

Description

Critical The highest risk level, representing a clear and present security threat with
significant potential impact (legal, financial, or reputational).

l Examples: Confirmed leakage of credentials, financial data, employee PII,
or malicious AI-assisted exploit execution.

High A serious risk event where the detection strongly indicates a security violation
or policy breach that could cause harmful output, sensitive data exposure, or
exploitation.

l Examples: Confirmed prompt injection, access key leakage, PII
exfiltration attempts, or malicious jailbreak attempts.

Medium A moderate risk event where the issue could potentially expose sensitive data
or enable harmful behavior if not addressed.

l Examples: Suspicious prompts attempting mild content filter evasion,
attempts to query sensitive data without direct access.

Low A minor risk event where the detected issue poses limited or no immediate
security impact.

l Examples: Benign misuse of prompts, low-confidence suspicious text, or
non-sensitive metadata exposure.

Policy and Rule Sensitivity

Policy and Rule sensitivities are user defined, and can be configured in the following locations:

l Policy Sensitivity — Via the Edit Policy page. For more information, see Edit a Policy.

l Rule Sensitivity — Via the Edit Rule page. For more information, see Edit a Policy Rule.
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Sensitivity
Level

Description

High A stricter rule setting where AI systems are tuned to detect and block even
subtle or low-confidence signs of malicious or harmful content.

This sensitivity level:

l Prioritizes maximum safety and risk prevention (minimizing false
negatives).

l Is ideal for high-security environments (e.g., financial services,
healthcare, or sensitive enterprise AI deployments) where even minor
risks of data leakage or harmful output are unacceptable.

l Increases the likelihood of false positives, sometimes blocking safe
interactions if they resemble risky patterns.

Balanced A moderation or detection setting where AI security rules aim to strike a
balance between accuracy and usability — reducing both false positives
(overblocking safe content) and false negatives (missing harmful content).

This sensitivity level:

l Is ideal for environments where moderate risk tolerance exists.

l Is suitable for everyday AI deployments where user experience and
security must both be considered.

l Helps avoid overblocking harmless user prompts, while still catching
most harmful attempts (e.g., data exfiltration, malicious jailbreaks).

Log in to Tenable AI Exposure

To log in to Tenable AI Exposure:

1. In a supported browser, navigate to https://cloud.tenable.com/. The login page appears.

2. Type your Username and Password credentials.
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3. Click Login.

TheWorkspace page appears.

4. Click the AI Exposure tile.

The Tenable AI Exposure interface appears. By default, you navigate directly to the Dashboard
page.

Tip: Don't see the tile you're looking for? You may need a license for that application. See the Tenable
Licensing Guide or contact your Tenable representative for more information.

Navigate Tenable AI Exposure

Tenable AI Exposure includes several helpful shortcuts and tools that highlight important
information and help you to navigate the user interface more efficiently:

Quick Actions Menu

The quick actions menu displays a list of the most commonly performed actions.

To access the quick actions menu:
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1. In the upper-right corner, click the Quick Actions button.

The quick actions menu appears.

2. Click a link to begin one of the listed actions.

Resource Center

The Resource Center displays a list of informational resources including product announcements,
Tenable blog posts, and user guide documentation.

To access the Resource Center:

1. In the upper-right corner, click the button.

The Resource Center menu appears.
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2. Click a resource link to navigate to that resource.

Notifications

In Tenable AI Exposure, the Notifications panel displays a list of system notifications. The

button shows the current number of unseen notifications. When you open the Notifications panel,
Tenable AI Exposure marks those notifications as seen. Once you have seen a notification, you can
clear it to remove it from the Notifications panel.

Note:Tenable AI Exposure groups similar notifications together.

To view notifications:
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l In the upper-right corner, click the button.

The Notifications panel appears and displays a list of system notifications.

In the Notifications panel, you can do the following:

o To clear one notification, next to the notification, click the button.

o To expand a group of notifications, at the bottom of the grouped notification, click More
Notifications.

o To collapse an expanded group of notifications, at the top of the expanded notifications,
click Show Less.

o To clear an expanded group of notifications, at the top of the expanded notifications,
click Clear Group.

o To clear all notifications, at the bottom of the panel, click Clear All.

Settings

Click the button to navigate directly to the Settings page, where you can configure your system

settings.

Note: For more information, see Settings within the Tenable Vulnerability Management User Guide.

Workspace

When you log in to Tenable, theWorkspace page appears by default. On theWorkspace page, you
can switch between your Tenable applications or set a default application to skip theWorkspace
page in the future. You can also switch between your applications from theWorkspace menu,
which appears in the top navigation bar.

Important: Tenable disables application tiles for expired applications. Tenable removes expired application
tiles from theWorkspace page and menu 30 days after expiration.

Open the Workspace Menu

To open theWorkspace menu:
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1. From any Tenable application, in the upper-right corner, click the button.

TheWorkspace menu appears.

2. Click an application tile to open it.

View the Workspace Page

To view the Workspace page:

1. From any Tenable application, in the upper-right corner, click the button.

TheWorkspace menu appears.

2. In theWorkspace menu, clickWorkspaces.
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TheWorkspace page appears.

On theWorkspace page, you can do the following:

l Where applicable, at the bottom of a tile, view the percentage of your license utilization for
the application. Click See More to navigate directly to the License Information page for the
selected application.

Tip: For more information on how Tenable licenses work and how assets or resources are licensed
in each product, see Licensing Tenable Products.

l Set a default application:
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When you log in to Tenable, theWorkspace page appears by default. However, you can set a
default application to skip theWorkspace page in the future.

By default, users with the Administrator, Scan Manager, Scan Operator, Standard, and Basic roles
can set a default application. If you have another role, contact your administrator and request the
Manage permission under My Account. For more information, see Custom Roles.

To set a default login application:

1. In the top-right corner of the application to choose, click the button.

A menu appears.

2. In the menu, click Make Default Login Page.

This application now appears when you log in.

l Remove a Default Application:

To remove a default login application:

1. In the top-right corner of the application to remove, click the button.

A menu appears.

2. Click Remove Default Login Page.

TheWorkspace page now appears when you log in.

l Request Access to a Tenable application:

Some applications, like Tenable Identity Exposure, require you to request access to the
application. You can do this directly via theWorkspace page.

To request access to a Tenable application:
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1. In the lower-right corner of the tile, click Request.

You navigate directly to the request page for the selected application.

User Account Menu

The user account menu provides several quick actions for your user account.

To access the user account menu:

1. In the upper-right corner, click the blue user circle.

The user account menu appears.
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2.   Do one of the following:

l Click My Profile to configure your own user account. You navigate directly to the My
Account settings page.

l Click Sign out to sign out of Tenable AI Exposure.

l ClickWhat's new to navigate directly to the Tenable AI Exposure Release Notes.

l Click View Documentation to navigate directly to the Tenable AI Exposure User Guide
documentation.

Log out of Tenable AI Exposure

To log out of Tenable AI Exposure:

1. In the upper-right corner of any page, access the user account menu.

2. Click Log Out.

- 23 -



Dashboard

The Dashboard page within Tenable AI Exposure allows you to gain a comprehensive understanding
of your AI usage and associated risks. The goal is to position you to take proactive measures by
surfacing the most relevant Key Performance Indicators (KPIs) in a unified, holistic view.

On the Dashboard page, you can get an at-a-glimpse idea of:

l Your key drivers:

o What AI usage, threats, and exposure are driving your issues, and by how much?

o Where are the majority of your issues coming from?

o How many risks can Tenable AI Exposure automatically prevent?

l Your issues:

o How many open issues do you have, and how severe are they?

o What topics are being discussed using AI?

l Your users:

o Who are your top risky users?

o How many messages are these users sending weekly? What applications are they using
to send these messages?

To access the Dashboard page:
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1. Log in to Tenable AI Exposure.

By default, the Dashboard page appears.

The Dashboard page includes the following sections:

Graph Overview

At the top of the Dashboard page, you can view a graphical representation of your incoming AI risks
and how those risks translate into issues within your environment.

l The left side of the graph highlights the different types of AI exposure, usage, and threats that
become alerts.

l The middle of the graph shows the percentage of AI risks that have been automatically
prevented by Tenable AI Exposure based on user-configured policies and exclusions.

- 25 -



Tip: For more information, see Policies.

l The right side of the graph displays the number of currently open issues and breaks down the
number of issues into categories based on their severity. Additionally, you can view the
number of issues that have been resolved using Tenable AI Exposure.

Top Open Issues

The Top Open Issues section highlights the most critical issues present in your environment and
organizes them by severity and frequency.

Tip: Click the section name to navigate directly to the Issues page.

Here, you can view the following information about these issues:

l A brief description of the issue.

l Color coded severity categories that indicate how critical the open issue is, for example,
Critical or Medium.

Tip: For more information about these severity categories, see Issue and Finding Severity.

Top Risky Users
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The Top Risky Users section highlights the Tenable AI Exposure users in your container that are
responsible for the highest number of issues.

Here, you can view the following information about these users:

l The user's name.

l The number of issues for which the user is responsible.

l Color coded severity categories that indicate how critical the open issue is, for example,
Critical or Medium.

Tip: For more information about these severity categories, see User Risk.

Total Messages

The Total Messages section shows the number of messages sent between your Tenable
AI Exposure users and AI platforms.
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Here, you can view the following information about these messages:

l The total number of messages.

l The percentage by which the total number of messages has increased in the last month.

Total Users

The Total Users section shows the total number of Tenable AI Exposure users within your
container.

Usage Over Time

The Usage Over Time section includes a graphical representation of the total messages sent per
week by all users within your Tenable AI Exposure container.

Tip: Click the section name to navigate directly to the Explorer page.
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Tip: Hover over any point on the graph to view the number of messages sent on that specific date.

Topics

The Topics section includes a graphical representation of the top 5 topics discussed within your
Tenable AI Exposure user's messages to AI applications.

Tip: Hover over a section of the graph to view the exact percentage of messages that include that topic.
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Active Rules

The Active Rules section displays the number of active rules as compared to the total number of
enabled rules within your Tenable AI Exposure container.

Tip: Click the section name to navigate directly to the Policies page.

Disabled Rules

The Disabled Rules section displays most recently disabled rules within your Tenable AI Exposure
container.

Tip: Click the section name to navigate directly to the Policies page.
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Issues

An issue is an AI security problem that needs to be addressed (for example, "Agent contains
sensitive information and open to the web" or "Agent contains a risky tool"). The Issues page in
Tenable AI Exposure highlights the violations found within your organization's usage of
AI applications. Here, you can view information about how critical these violations are and which
users are creating the most issues, ultimately enabling you to mitigate the risks these users pose
quickly and effectively. Then, you can drill-down even further by clicking on any issue in the issues
list to view individual Issue Details.

To access the Issues page:

1. In the left navigation menu, click Issues.

The Issues page appears. By default, the Issues tab is selected.

2. (Optional) In the upper-right corner of the page, from the drop-down menu, select a time
frame by which you want to filter all data on the Issues page.
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The data on the page updates automatically based on your selection.

The Issues page includes the following sections:

Open/Resolved Issues

The Open Issues and Resolved Issues section indicates the number of open and resolved issues
within your Tenable AI Exposure container.
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l The Open Issues section shows the total number of open issues, as well as the number of
issues that fall under each color coded severity category.

Tip: Click on a severity to filter the Issues List by the selected severity.

l The Resolved Issues section shows the percentage of issues that have been resolved, as well
as the total number of resolved issues as compared to the total number of open issues.

Top Risky Users

The Top Risky Users section highlights the Tenable AI Exposure users in your container that are
responsible for the highest number of issues.
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Here, you can view the following information about these users:

l The user's name.

l The number of issues for which the user is responsible.

l Color coded severity categories that indicate how critical the open issue is, for example,
Critical or Medium.

Tip: For more information about these severity categories, see User Risk.

Issues List

At the bottom of the page, you can view a list of all open issues within your Tenable AI Exposure
container.

Here, you can:

l Use the search bar to search for a specific issue in the list.

l Filter the list:

1. Above the list, use one or more of the following filters to adjust the data displayed in the
list:
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o Severity

o Category

o Subcategory

o Users

o Apps

o Status

o Type

Tenable AI Exposure updates the list based on your selection.

2. Click Clear Filters to clear any filters applied to the list.

l Export the list:

1. In the upper-right corner, click Export to CSV.

Tenable AI Exposure exports the list in CSV format and saves it to your local downloads
folder.

l Manage the columns in the list:

1. In the upper-right corner, click the button.

A menu appears.

2. Select or deselect columns to show or hide them within the list.

l Resolve one or more issues in the list:

1. In the list, select the check box next to each issue you want to resolve.

The Resolve Selected button appears at the bottom of the page.

2. Do one of the following:

n To resolve the issue(s) as a true positive, click Resolve Selected.

n To resolve the issue(s) another way, click the button.
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A menu appears.

a. Select one of the following options:

l Resolve as Benign Positive — Mark the issue(s) as expected behavior
that appears suspicious, but is actually benign.

l Resolve as False Positive — Mark the issue(s) as alerts that were
triggered incorrectly, and are not an actual risk.

A confirmation dialog appears.

3. (Optional) In the Add a reason text box, type a brief description of why you're resolving
the issue.

4. Click Save.

l Click on an issue within the list to navigate directly to the Issue Details for that issue.

l View the following information about your issues:

o Severity — The color coded severity category that indicates how critical the open issue
is, for example, Critical or Medium.

o Issue — The name of the issue.

o Alerts — The number of alerts that have been sent as a result of this issue.

o Subcategory — The subcategory to which the issue belongs, for example Email, Access
Key, or Hardcoded credentials.

Tip: For more information, see Tenable AI Exposure Policies and Detection Rules.

o Apps — Icons indicating the AI application(s) on which the issue was found.

- 36 -



Tip: Hover over an icon to view the full name of the application.

o Status — The status actions you can take on the issue:

a. Click the Resolve button.

A menu appears.

b. Select one of the following options:

n Resolve as True Positive — Mark the issue as a legitimate violation that has
been resolved.

n Resolve as Benign Positive — Mark the issue as expected behavior that
appears suspicious, but is actually benign.

n Resolve as False Positive — Mark the issue as an alert that was triggered
incorrectly, and is not an actual risk.

The status updates to Resolved.

o First event — The date and time at which the issue was first seen.

o Last event — The date and time at which the issue last alerted.

Issue Details

You can view the additional details for and further manage any issue within the Issues list.

To view issue details:
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1. Access the Issues page.

2. In the issues list, click on the issue for which you want to view additional details.

The issue details panel appears.

Here, you can:

l In the upper-left corner of the page, view the issue's color coded severity category, as well as
the total number of alerts that have been generated as part of this issue.

l In the upper-right corner of the page, manage the issue in the following ways:

o Click the button to copy the issue link.

o Click Contact User to contact the user responsible for the issue.

You navigate directly to an email window, where you can contact the responsible user.

o

Exclude Issue Evidence:
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1. Click Exclude Evidence.

The Evidences to exclude panel appears.
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Tip: Use the Search bar to search for a specific piece of evidence to exclude.

2. Select the check box next to each piece of evidence you want to exclude from the
issue.

3. Click Approve.

Tenable AI Exposure creates an exclusion for the evidence, and adds it to the
Exclusions page.

o

Resolve the issue:

1. Do one of the following:

n To resolve the issue as a true positive, click Resolve Selected.

n To resolve the issue another way, click the button.

A menu appears.

a. Select one of the following options:

l Resolve as True Positive — Mark the issue(s) as a legitimate
vulnerability that has been mitigated.

l Resolve as Benign Positive — Mark the issue(s) as expected
behavior that appears suspicious, but is actually benign.
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l Resolve as False Positive — Mark the issue(s) as alerts that were
triggered incorrectly, and are not an actual risk.

A confirmation dialog appears.

2. (Optional) In the Add a reason text box, type a brief description of why you're
resolving the issue.

3. Click Save.

The issue details panel also includes the following sections:

Issue Map

The Issue Map is a map-based graphical representation of the issue the areas it affects.

Here, you can visualize how the issue fits into your organization by viewing how the issue connects
to your users, the messages they send and the applications they use to send them, their private
keys, and more!

Tip: You can click, drag, and zoom in or out on the Issue Map.

Assets

The Assets section lists information about the assets affected by the issue.

- 42 -



Tip: In the upper-right corner of the section, click the button to manage which columns appear in the
list.

Here, you can view the following information about these assets:

l Type — An icon that represents the type of asset, for example a user.

l Name — The name of the asset.

l Messages / Sessions — The number of individual messages sent as compared to the number
of individual sessions created by the asset.

l Risk Score — Where applicable, color coded user risk score associated with the asset.

l Topics — Where applicable, the topics discussed in the messages sent between the user and
the AI application.

l Click the button to view additional options:

o See activity — Click to navigate directly to the Sessions page, where you can view more
information about the AI usage related to the asset.

o See issues — Click to navigate directly to the Issues page, where you can view
information about the issues associated with the asset,

o Contact user via email — Click to contact the user responsible for the issue via email.

You navigate directly to an email window, where you can contact the responsible user.

Evidence

Evidence can be defined as a set of artifacts—such as logs, input/output traces, model weights,
adversarial examples, or system telemetry—that substantiate the presence, cause, or effect of a
security-related anomaly or attack on an AI system. The Evidence section lists information about
the available evidence associated with the current issue.
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Here, you can view the following information about this evidence:

l Severity — The color coded severity category associated with the evidence.

l Evidence — A preview of the evidence.

l Sent from — Who or what sent the evidence, for example, User.

l Sub Category — The sub category to which the evidence belongs, for example, Private key.

l Session ID — The ID of the session during which the evidence was collected.

l App — The AI application from which the evidence was collected.

l Repeated — Where applicable, the number of times the evidence appeared in the application.

l Classification — Select a resolution to classify the evidence:
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1. Click the button to expand the drop-down menu.

2. Select one of the following options:

o True Positive — Mark the evidence as a legitimate piece of evidence that has been
resolved.

o Benign Positive — Mark the evidence as expected behavior that appears
suspicious, but is actually benign.

o False Positive — Mark the evidence as an alert that was triggered incorrectly, and
is not an actual risk.

Findings

A finding is a raw, individual AI detection alert (for example, "Agent has sensitive data in his
knowledge base", "User prompt contains access data", etc.). Alone, a finding may not be actionable.
The Findings page in Tenable AI Exposure allows you to view all of your AI security findings to give
you a holistic view of how these findings affect your overall AI security posture.

To access the Findings page:

1. In the left navigation menu, click Issues.

The Issues page appears. By default, the Issues tab is selected.

2. Click the Findings tab.
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The Findings page appears.

3. (Optional) In the upper-right corner of the page, from the drop-down menu, select a time
frame by which you want to filter all data on the Findings page.
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The data on the page updates automatically based on your selection.

4. At the top of the page, select whether you want to view your findings Per category or Per
subcategory.

The data on the page updates automatically based on your selection.

The Findings page includes the following sections:

Findings Overview

The findings overview is a scrollable categorization of your findings.

Here, you can:

l View the total number of findings within each category or subcategory.

l At the top of the section, select whether you want to view your findings Per category or Per
subcategory.

The categories listed and their relevant data updates automatically.

l Click the and buttons to scroll through the list of categories.

Findings and prevention over time

The Findings over time section includes a graphical representation of your total number of findings
over a specific time frame.

Tip: You can change the time frame in the upper-right corner of the page.
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Here, you can:

l Hover over any point on the graph to view the number of findings and prevented alerts on that
specific date.

Findings List

At the bottom of the page, you can view a list of all findings within your Tenable AI Exposure
container.
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Here, you can:

l Use the search bar to search for a specific finding in the list.

l Filter the list:

1. Above the list, use one or more of the following filters to adjust the data displayed in the
list:

o Severity

o Category

o Subcategory

o Users

Tenable AI Exposure updates the list based on your selection.

2. Click Clear Filters to clear any filters applied to the list.

l Export the list:
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1. In the upper-right corner, click Export to CSV.

Tenable AI Exposure exports the list in CSV format and saves it to your local downloads
folder.

l Manage the columns in the list:

1. In the upper-right corner, click the button.

A menu appears.

2. Select or deselect columns to show or hide them within the list.

l Classify one or more findings in the list:

1. In the list, select the check box next to each finding you want to classify.

A dialog appears at the bottom of the page.

2. Click the icon.

A list of options appears.

3. Select one of the following options:

l True Positive — Mark the finding(s) as legitimate violations that has been resolved.

l Benign Positive — Mark the finding(s) as expected behavior that appears
suspicious, but is actually benign.

l False Positive — Mark the finding(s) as alerts that were triggered incorrectly, and
are not an actual risk.

A confirmation message appears and Tenable AI Exposure applies the selected
classification to the finding(s).

l Click on a finding within the list to navigate directly to the Finding Details for that finding.

l View the following information about your findings:

o Severity — The color coded severity category that indicates how critical the finding is,
for example, Critical or Medium.
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o Subcategory — The subcategory to which the finding belongs, for example Email,
Access Key, or URL.

o Evidence — The evidence associated with the finding.

Tip: Click to view the evidence directly in the finding details panel.

o User — The Tenable AI Exposure user responsible for generating the finding.

o Date and Time — The date and time at which the finding occurred.

o Classification — The classification of the finding.

a. In the drop-down, click the button.

A menu appears.

b. Select one of the following options:

l True Positive — Mark the finding as a legitimate violation that has been
resolved.

l Benign Positive — Mark the finding as expected behavior that appears
suspicious, but is actually benign.

l False Positive — Mark the finding as an alert that was triggered incorrectly,
and are not an actual risk.
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A confirmation message appears and Tenable AI Exposure applies the selected
classification to the finding.

Finding Details

You can view the additional details for and further manage any finding within the Findings list.

To view finding details:

1. Access the Findings page.

2. In the findings list, click on the finding for which you want to view additional details.

The finding details panel appears.

Here, you can:

l View the Session identifier for the finding.

l Delete the session:

a. In the upper-right corner of the panel, click Delete Session.

A confirmation message appears and Tenable AI Exposure deletes the session.
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l View information about the Issues related to the finding:

o View the total number of issues associated with the finding.

o View the severity categories for each issue associated with the finding, as well as the
detection rule used for the issue.

l View the following Session Info about the finding, including the App on which the finding was
detected and the User that initiated the finding.

l On the right side of the panel, view a full transcript of the messages sent within the finding.

Tip: Use the search bar to search for a word or phrase within the messages.
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Explorer

The Explorer page in Tenable AI Exposure allows you to view and manage individual user Sessions
with AI applications, as well as the individual Messages that are sent during these sessions.

To access the Explorer page:

1. In the left navigation menu, click Explorer.

The Explorer page appears. By default, the Sessions tab is selected.

For more information, see the following topics:

l Sessions

l Messages

Sessions

The Sessions tab within Tenable AI Exposure gives you an at-a-glance overview of each individual
session between your users and their AI applications. Here, you can also view information about
their AI use over time, the topics they are discussing, and which users in your organization are using
AI the most actively.
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To access the Sessions tab:

1. In the left navigation menu, click Explorer.

The Explorer page appears. By default, the Sessions tab is selected.

The Sessions tab includes the following sections:

AI usage over time

The AI usage Over Time section includes a graphical representation of the total messages sent per
week by all users within your Tenable AI Exposure container.

Tip: Hover over any point on the graph to view the number of messages sent on that specific date.
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Topics and Tasks

The Topics and Tasks section includes graphical representations of:

l The top 5 topics discussed within your Tenable AI Exposure user's messages to
AI applications.

l The top 5 tasks your Tenable AI Exposure users ask their AI applications to perform.

Tip: Hover over a section of the graph to view the exact percentage of messages that include that topic or
task.

Top 5 active users

The Top 5 active users section highlights the top 5 Tenable AI Exposure users in your container
that use AI applications the most frequently.

Here, you can view the following information:
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l The name of the user.

l The number of messages the user has sent to an AI application.

Tip: Click on a row to filter the Sessions List by the selected user.

Sessions List

At the bottom of the Sessions tab, you can view a list of all sessions between your Tenable AI
Exposure users and AI applications.

Here, you can:

l Use the search bar to search for a specific session in the list.

l Filter the list:

1. Above the list, use one or more of the following filters to adjust the data displayed in the
list:

o Date selection drop-down

o User
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o App

o Context

Tenable AI Exposure updates the list based on your selection.

2. Click Clear Filters to clear any filters applied to the list.

l Export the list:

1. In the upper-right corner, click Export to CSV.

Tenable AI Exposure exports the list in CSV format and saves it to your local downloads
folder.

l Manage the columns in the list:

1. In the upper-right corner, click the button.

A menu appears.

2. Select or deselect columns to show or hide them within the list.

l View the following information about your sessions:

o First message — A preview of the first message sent between the user and the AI
application.

o User — The user who started the session.

o Last event — The last time the user sent a message to the AI application during the
session.

o App — The AI application used during the session.

o Session ID — The identification number associated with the session.

Delete a Session

To delete a session:

1. In the Sessions tab, click the session that you want to delete.

The session details panel appears.
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2. In the upper-right corner, click Delete Session.

A confirmation message appears and Tenable AI Exposure deletes the session.

Note: When you delete a session from Tenable AI Exposure, it deletes the session in ChatGPT.

Messages

The Messages tab within Tenable AI Exposure gives you an at-a-glance overview of each individual
message sent between your users and their AI applications. Here, you can also view information
about their AI use over time, the topics they are discussing, and which users in your organization
are using AI the most actively.

To access the Messages tab:

1. In the left navigation menu, click Explorer.

The Explorer page appears. By default, the Sessions tab is selected.

2. Click the Messages tab.
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The Messages tab appears.

The Messages tab includes the following sections:

AI usage over time

The AI usage Over Time section includes a graphical representation of the total messages sent per
week by all users within your Tenable AI Exposure container.

Tip: Hover over any point on the graph to view the number of messages sent on that specific date.

Topics and Tasks

The Topics and Tasks section includes graphical representations of:
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l The top 5 topics discussed within your Tenable AI Exposure user's messages to
AI applications.

l The top 5 tasks your Tenable AI Exposure users ask their AI applications to perform.

Tip: Hover over a section of the graph to view the exact percentage of messages that include that topic or
task.

Top 5 active users

The Top 5 active users section highlights the top 5 Tenable AI Exposure users in your container
that use AI applications the most frequently.

Here, you can view the following information:

l The name of the user.

l The number of messages the user has sent to an AI application.
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Tip: Click on a row to filter the Messages List by the selected user.

Messages List

At the bottom of the Sessions tab, you can view a list of all sessions between your Tenable AI
Exposure users and AI applications.

Here, you can:

l Use the search bar to search for a specific message in the list.

l Filter the list:

1. Above the list, use one or more of the following filters to adjust the data displayed in the
list:

o Date selection drop-down

o User

o App

o Context

Tenable AI Exposure updates the list based on your selection.

2. Click Clear Filters to clear any filters applied to the list.
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l Export the list:

1. In the upper-right corner, click Export to CSV.

Tenable AI Exposure exports the list in CSV format and saves it to your local downloads
folder.

l Manage the columns in the list:

1. In the upper-right corner, click the button.

A menu appears.

2. Select or deselect columns to show or hide them within the list.

l View the following information about your messages:

o First message — A preview of the first message sent between the user and the AI
application.

o User — The user who sent the message.

o Last event — The last time the user sent a message to the AI application.

o App — The AI application used during the session.

o Context — Where applicable, additional message context.

o Session ID — The identification number associated with the session.

Policies

A policy is a list of detection rules designed to trigger AI findings based on specific detection logic.
Each policy represents a set of rules related to a specific AI risk category, such as Exposed Access
Data or Harmful Content, with each rule representing a subcategory within that policy. The Policies
page in Tenable AI Exposure allows you to view and manage all of your policies related to your
organization's AI usage.

Tip: For more information about policies and their related detection rules, see Tenable AI Exposure
Policies and Detection Rules.

Policies are grouped into the following categories:
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l Data Exposure — Data is exposed either to an AI-based application or directly to a user. The
risk lies in the possibility that this data may be further shared through third-party connections
(such as tools integrated with the AI) or accessed by users who should not have visibility into
sensitive, regulated, or privileged information.

l AI Attacks — Adversarial attempts to access sensitive data. These attacks may involve
external threat actors within the network trying to gain privileged access to an AI model, or
malicious insiders attempting to retrieve data beyond their authorized scope.

l AI Misuse — Refers to scenarios where AI is either over-relied upon or used in ways that
exceed its intended purpose. This includes:

o Overreliance — Relying on AI to make critical decisions without human oversight, leading
to automation of flawed outputs, policy violations, or compliance risks.

o Harmful Content — AI prompts contains harmful, sexual or violent content

To access the Policies page:

1. In the left navigation menu, click Policies.

The Policies page appears. By default, the Policies tab is selected.

Here, you can:
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l Filter the list:

1. Above the list, use one or more of the following filters to adjust the data displayed in the
list:

o Engine

o Severity

o Regulations

Tenable AI Exposure updates the list based on your selection.

2. Click Clear Filters to clear any filters applied to the list.

l Manage the columns in each list:

1. In the upper-right corner, click the button.

A menu appears.

2. Select or deselect columns to show or hide them within each list.

l View your policies, grouped into the following categories:

o Data Exposure

o AI Attacks

o AI Misuse

For each category, you can view the following policy information:

o Status — The status of the policy, for example, Activated, Partially Activated, or
Deactivated.

o Threat — A brief description of the threat associated with the policy.

o Group — Where applicable, the specific group to which the policy is applied.

o Severity — The severity of the policy, for example, High, Medium, or Multiple.

Tenable AI Exposure Policies and Detection Rules

A policy is a list of detection rules designed to trigger AI findings based on specific detection logic.
Each policy represents a set of rules related to a specific AI risk category, such as Exposed Access
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Data or Harmful Content, with each rule representing a subcategory within that policy. A rule is
therefore associated with a specific policy and defines a particular subcategory of risk. All policies
are organized under several high-level AI threat groups: Data Exposure, AI Attacks, and AI Misuse.
For example, “PII Data” is a policy under the Data Exposure policy group and contains several policy
rules - such as Email, Address, and SSN - each based on distinct detection logic.

The following are Policies and their related Detection Rules available in Tenable AI Exposure:

Policy
(Category)

Detection (Subcategory)

AI exposure to
adversarial
attempts

l Encoded Text — Text that has been transformed into a different
format (e.g., Base64, Hex) to conceal its original content or bypass
filters.

o Security Context: Attackers may encode prompts or payloads to
evade detection or content moderation in AI systems.

l Invisible Characters — Non-printable or zero-width characters (e.g.,
\u200B, \u202E) that don't visibly alter text but change its behavior.

o Security Context: Used to obfuscate malicious input, bypass
prompt filters, or sneak commands past detection in AI models.

l Prompt Injection Attempt — A method of manipulating an AI system
by embedding unauthorized instructions or data into a prompt.

o Security Context: A user may trick an LLM into ignoring safety
rules or leaking confidential data (e.g., “Ignore previous
instructions and...”).

l Copilot Data Exfiltration — The unauthorized extraction of private or
sensitive information using AI code assistants (like GitHub Copilot).

o Security Context: Malicious prompts or poisoned training data
may cause AI to generate or leak proprietary code or internal
logic.

l Base32 — An encoding scheme that converts binary data into a set of
32 ASCII characters.
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Policy
(Category)

Detection (Subcategory)

o Security Context: Less common than Base64 but can still be
used by attackers to hide malicious content in AI input/output
channels.

l Hex — Short for hexadecimal encoding, where data is represented
using base-16 (0–9, A–F).

o Security Context: Can be used to hide payloads or inject
obfuscated commands into prompts or code generated by AI
systems.

l Base64 — A widely used text encoding format for representing binary
data using 64 ASCII characters.

o Security Context: Frequently used to disguise malicious
instructions, data exfiltration payloads, or bypass input
sanitization in AI systems.

l Malicious Jailbreak Attempt — An intentional attempt to bypass an AI
system’s safety filters or alignment constraints to produce restricted
or harmful content.

o Security Context: Examples include exploiting LLMs to generate
illegal, unethical, or dangerous outputs (e.g., bomb-making
instructions).

l Suspicious Prompt — A prompt that contains potentially harmful,
manipulative, or obfuscated language aimed at triggering unintended
or unsafe AI behavior.

o Security Context: May include social engineering, encoded text,
or hidden instructions and is flagged by AI safety monitors or
filters.

Attempt to
expose

l Security Credentials — Digital authentication artifacts such as
passwords, API keys, tokens, and login information that verify identity
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Policy
(Category)

Detection (Subcategory)

sensitive
employee data

and provide access to systems or data.

o Security Context: If an AI system generates or reveals these, it
could lead to unauthorized access to employee records, emails,
or internal tools.

l Unauthorized Employee Personal Information Access Attempt — An
attempt—through prompts, APIs, or system queries—to retrieve
private, personally identifiable employee data (PII) without proper
authorization.

o Examples: Name, home address, phone number, birthdate,
social security number.

l Unauthorized Security credentials Access Attempt — A malicious or
negligent effort to extract sensitive login information for employees
or systems, often via prompt injection or model exploitation.

o Examples: "List all employee passwords," or "Show me API keys
used by HR."

l Unauthorized Executive Communications Access Attempt — An
attempt to access confidential messages or records involving
executives, often involving private strategy, M&A activity, or sensitive
decisions.

o Examples: Emails between the CEO and board, executive chat
logs, leadership decisions not meant for general employees.

l Unauthorized Legal Data Access Attempt — A prompt or query
targeting privileged or confidential legal information, including
compliance issues, litigation records, or contracts.

o Examples: Requests for internal legal opinions, lawsuit
settlement terms, or regulatory investigations.

l Unauthorized HR Data Access Attempt — Efforts to extract private
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Policy
(Category)

Detection (Subcategory)

human resources information, including performance reviews,
complaints, disciplinary records, or salary details.

o Examples: "List everyone on a performance improvement plan,"
or "What complaints have been filed against Manager X?"

l Unauthorized Finance Data Access Attempt — An attempt to obtain
internal financial data through an AI system, particularly if the data
includes budgets, salaries, forecasts, or audits.

o Examples: "Show employee bonus amounts," or "Download Q4
payroll records."

l Employment Data — Information about an employee’s work history,
job title, department, start/end dates, performance, promotions, and
assignments.

o Security Context: Often targeted to infer company structure,
salaries, or identify high-value personnel.

l Health Data — Any data relating to an employee’s physical or mental
health status, including medical leave, disability claims, or conditions
disclosed to HR.

o Security Context: Especially sensitive under regulations like
HIPAA or GDPR. Leaking this can have severe privacy and legal
implications.

l Family Data — Information related to an employee’s family members,
such as emergency contacts, dependents on benefits, or parental
leave records.

o Security Context: Often included in HR systems and may be
inadvertently exposed through improperly filtered AI outputs.

l Unauthorized Security Data Access Attempt — An attempt to obtain
internal information related to cybersecurity operations, policies,
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Policy
(Category)

Detection (Subcategory)

vulnerabilities, threat models, or access logs.

o Examples: "List current known vulnerabilities," or "Show firewall
rules and who has access to logs."

Exposed
Access data

l Access Webhook — A callback URL or endpoint that receives
automated messages or data (e.g., from third-party services) in real
time.

o Security Context: If exposed by an AI system, a webhook can be
abused to inject data, trigger workflows, or exfiltrate sensitive
information.

l Access Key M365 — A Microsoft 365 access key (e.g., token, client
secret) used to authenticate with M365 APIs or services (e.g., Outlook,
OneDrive, SharePoint).

o Security Context: Disclosure via prompt injection or training
data leakage can allow attackers to read emails, calendars, and
documents.

l Client ID — A public identifier for an application used in OAuth 2.0
authentication flows.

o Security Context: Though not sensitive on its own, when paired
with a client secret, it can grant unauthorized access to APIs.

l URL — A Uniform Resource Locator, which can contain parameters,
tokens, or embedded secrets if not properly sanitized.

o Security Context: AI-generated URLs may unintentionally
expose internal resources or endpoints with embedded
credentials.

l API Credentials — Authentication details (e.g., API keys, tokens) that
allow an app or user to access APIs securely.
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Policy
(Category)

Detection (Subcategory)

o Security Context: Leaked API credentials via LLM output or
source code suggestions can allow attackers to impersonate
trusted users or systems.

l IP — An Internet Protocol address, which identifies a device or service
on a network.

o Security Context: Disclosing internal IPs (e.g., from corporate
infrastructure) can help attackers map networks and target
entry points.

l Hardcoded Credentials — Authentication secrets (e.g., usernames,
passwords, keys) that are directly embedded in source code.

o Security Context: AI systems like code assistants may reveal
these if trained on poorly secured codebases, enabling full
system compromise.

l Cookie — A small piece of data stored on the client side, often used
to manage sessions and authenticate users.

o Security Context: If an AI system leaks valid session cookies,
attackers can hijack active sessions and impersonate users.

l Cryptographic Keys — Keys used for encryption, decryption, signing,
or verification, including public/private key pairs or symmetric keys.

o Security Context: Exposure allows attackers to decrypt
sensitive data, forge tokens, or break confidentiality
guarantees.

l Private Key — The secret half of a public-private cryptographic key
pair, used to decrypt data or sign messages.

o Security Context: One of the most sensitive secrets—if an AI
reveals a private key, it can completely compromise secure
systems (e.g., SSH, TLS).
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Policy
(Category)

Detection (Subcategory)

l Authentication Tokens — Digital credentials (e.g., JWTs, OAuth
tokens) used to verify user identity without passwords.

o Security Context: If leaked by AI, tokens can be reused to
impersonate users or access protected APIs and services.

l Public Key — The non-sensitive half of a cryptographic key pair, used
to encrypt data or verify signatures.

o Security Context: Generally safe to share, but can be associated
with known endpoints to infer cryptographic architecture.

l DB Connection String — A string containing the parameters needed
to connect to a database, including hostname, username, password,
and port.

o Security Context: AI that reveals connection strings may grant
attackers direct access to databases containing employee,
customer, or financial records.

l Access Key — A credential used to authenticate with cloud or API
services, often paired with a secret key (e.g., AWS access key ID +
secret access key).

o Security Context: Exposure enables attackers to
programmatically access cloud storage, compute instances,
and other services, leading to data breaches or infrastructure
abuse.

Exposed
PCI Data

l IBAN — IBAN (International Bank Account Number) is a standardized
international code that uniquely identifies an individual’s or
organization's bank account across borders.

o Security Context: If an AI system reveals an IBAN, it may expose
a user's financial account details, facilitating unauthorized
transfers, social engineering, or account linking attacks.
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Policy
(Category)

Detection (Subcategory)

l Credit Card — A payment card number typically consisting of 13–19
digits, tied to a cardholder’s financial account and used for purchases
and transactions.

o Security Context: Exposing a credit card number or related data
(e.g., CVV, expiration date, cardholder name) via an AI system is
a direct PCI DSS violation and a major security incident.

Exposed
PII Data

l ID/SSN — A government-issued personal identifier, such as a Social
Security Number (SSN) in the U.S. or a National ID elsewhere, used for
identity verification, taxation, and benefits.

o Security Context: If an AI system exposes an SSN or national ID
(through training data leaks or prompt manipulation), it creates
a severe risk of identity theft, fraud, and regulatory violations
under laws like GDPR, CCPA, or HIPAA.

l Personal Email — An individual's non-work-related email address
(e.g., Gmail, Yahoo, ProtonMail), used for private communication.

o Security Context: Exposing a personal email via an AI tool (e.g.,
in chat summaries, document generation, or search outputs)
can lead to targeted phishing, stalking, or account compromise,
especially if it links to other leaked identifiers.

l Address — A physical residential location associated with a specific
individual, including street address, city, state, and postal code.

o Security Context: Leaking home addresses through AI outputs
presents physical safety concerns, potential doxxing, and a
breach of data privacy standards.

l Email — A general email address, which may be personal or
professional, used to identify or contact a user.

o Security Context: Any AI-generated or leaked email address,
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Policy
(Category)

Detection (Subcategory)

especially when combined with other PII (e.g., name, job title),
increases the risk of identity profiling, phishing, and credential
stuffing attacks.

l Private Email — A synonym for personal email, emphasizing its non-
public and non-corporate nature—often intended to remain
undisclosed in professional contexts.

o Security Context: Leaking a private email via AI tools may
violate employee confidentiality or consumer privacy, and may
unintentionally expose sensitive communications or linked
accounts.

Harmful
Content

l Model Moderation — The detection, filtering, and control of AI model
outputs or inputs that may produce or facilitate harmful, dangerous,
or policy-violating behavior.

o Examples: Threats to individuals, organizations, or public safety
stemming from the misuse or abuse of AI systems.

Harmful
Content to the
engine

l Violence Outbound — Content generated by an AI model that
promotes, glorifies, encourages, or depicts violent acts or threats
toward individuals, groups, or entities.

o Security Context: Outbound violent content poses risks of
inciting harm, harassment, or real-world violence, and must be
moderated or blocked to comply with safety policies and legal
requirements.

l Hate — Content that expresses or promotes hostility, discrimination,
or prejudice against individuals or groups based on characteristics
such as race, ethnicity, religion, gender, sexual orientation, disability,
or nationality.

o Security Context: Hate speech generated or amplified by AI can
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Policy
(Category)

Detection (Subcategory)

contribute to social division, harassment, and legal liabilities,
necessitating strong detection and filtering mechanisms.

l Sexuality — Content related to sexual orientation, sexual behavior, or
sexual identity. This may range from neutral or educational
discussions to explicit or inappropriate sexual material.

o Security Context: AI systems must moderate sexual content to
prevent explicit, non-consensual, or exploitative outputs, while
balancing freedom of expression and community standards.

Overreliance l Investment Banking Decision Making — The process of using AI tools
to make financial decisions related to investments, asset
management, trading, or underwriting within investment banking.

o Security Context: Relying too heavily on AI-driven models
without adequate human oversight can lead to undetected
model errors, biased recommendations, or market manipulation
risks.

l Strategic Decision Making — The process of using AI tools to make
long-term, impactful organizational decisions about goals, resource
allocation, and direction.

o Security Context: Excessive dependence on AI for strategic
decisions can cause organizations to miss contextual insights,
ethical considerations, or unforeseen risks. This may lead to
poor outcomes, loss of competitive advantage, or exposure to
security vulnerabilities due to blind trust in AI
recommendations.

l Hiring Decision Making — The process of using AI tools to select
candidates for employment, including resume screening, interviews,
and assessments.

- 76 -



Policy
(Category)

Detection (Subcategory)

o Security Context: Overtrusting AI in hiring can embed and
amplify biases, overlook nuanced human qualities, or fail to
comply with employment laws. This poses risks of
discrimination, legal challenges, and reputational damage,
especially if AI decisions are not audited or supplemented with
human judgment.

Vulnerable code l Typo Squatting — A type of cyber attack where adversaries register
or use domain names, usernames, or service identifiers that are
deliberately similar to legitimate ones but contain common
typographical errors or misspellings.

o Security Context: Typo squatting can lead to leakage or theft of
credentials, PII, or intellectual property, as well as the possible
distribution of malicious code or misinformation and the
ultimate compromise of AI model integrity and trustworthiness.

Policy Details

You can view the additional details for and further manage any policy on the Policies page.

To view policy details:

1. Access the Policies page.

2. In any section, click the row for the policy you want to edit.
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The policy details panel appears.

Here, you can:

l At the top of the panel, view the following information about the policy:

o A brief description of the policy.

o The policy Status, for example, Partially Activated.
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o The Interfaces to which the policy applies.

o The AI Apps to which the policy applies.

o The specific Groups to which the policy is applied.

o The Severity of the policy, for example, High, Medium, or Multiple.

o To edit the policy, in the upper right corner of this section, click Edit Policy. For

more information, see Edit a Policy.

l At the bottom of the panel, view a list of the rules associated with the policy:

Here, you can:

o Filter the list:

1. Above the list, use one or more of the following filters to adjust the data displayed
in the list:

o Severity

Tenable AI Exposure updates the list based on your selection.

2. Click Clear Filters to clear any filters applied to the list.

o Manage the columns in the list:
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1. In the upper-right corner, click the button.

A menu appears.

2. Select or deselect columns to show or hide them within the list.

o View the following information about the policy rules:

n Status — The status of the rule, for example Enabled or Disabled.

n Sent From — The source the rule was sent from.

n Type — The detection rule type.

Tip: For more information, see Tenable AI Exposure Policies and Detection Rules.

n Group — The specific group(s) to which the rule applies.

n Severity — The severity associated with the rule, for example Critical or High.

Tip: For more information, see Policy and Rule Severity.

n Sensitivity — The sensitivity associated with the rule, for example Balanced or
High.

Tip: For more information, see Policy and Rule Sensitivity.

o Edit one or more rules. For more information, see Edit a Policy Rule.

o Duplicate a rule. For more information, see Duplicate a Policy Rule.

Manage Policies

A policy is a list of detection rules designed to trigger AI findings based on specific detection logic.
Each policy represents a set of rules related to a specific AI risk category, such as Exposed Access
Data or Harmful Content, with each rule representing a subcategory within that policy.

On the Policies page, you can manage your Tenable AI Exposure policies in the following ways:

Edit a Policy

To edit a policy:
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1. On the Policies page, in any section, click the row for the policy you want to edit.

The policy details panel appears.

2. In the upper-right corner, click Edit Policy.

The Edit Policy window appears.

3. In the Scope section, configure the following policy settings:

a. From the Applications drop-down, select the AI interfaces to which you want the policy
to apply.

b. From the Groups drop-down, select the groups to which you want the policy to apply.

4. In the Configuration section, configure the following policy settings:

a. From the Status drop-down, select policy status, for example Activated or Deactivated.

b. From the Severity drop-down, select the severity you want to apply to the policy, for
example Critical or High.

Tip: For more information, see Policy and Rule Severity.
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c. From the Sensitivity drop-down, select the sensitivity level you want to apply to the
policy, for example Balanced or High.

Tip: For more information, see Policy and Rule Sensitivity.

5. Click Save.

Tenable AI Exposure saves your changes to the policy.

Edit a Policy Rule

To edit a policy rule:

1. On the Policies page, in any section, click the row for the policy whose rule you want to edit.

The policy details panel appears.

2. Do one of the following:

l To edit a single rule, in the rules list, hover over the rule you want to edit.

On the right side of the row, buttons appear.

a. Click the button.

The Edit Rule window appears.
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l To edit multiple rules, in the rules list, select the check box to the left of each rule you
want to edit.

The Edit Selected button appears at the bottom of the list.

a. Click Edit Selected.

The Batch Edit window appears.

3. In the Scope section, configure the following rule settings:

a. From the Applications drop-down, select the AI applications to which you want the rule
to apply.

b. From the Groups drop-down, select the groups to which you want the rule to apply.

4. In the Configuration section, configure the following rule settings:

a. From the Status drop-down, select rule status, for example Activated or Deactivated.

b. From the Severity drop-down, select the severity you want to apply to the rule, for
example Critical or High.

Tip: For more information, see Policy and Rule Severity.

c. From the Sensitivity drop-down, select the sensitivity level you want to apply to the
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rule, for example Balanced or High.

Tip: For more information, see Policy and Rule Sensitivity.

5. Click Save.

Tenable AI Exposure saves your changes to the policy rule.

Duplicate a Policy Rule

To duplicate a policy rule:

1. On the Policies page, in any section, click the row for the policy whose rule you want to
duplicate.

The policy details panel appears.

2. In the rules the list, hover over the rule you want to duplicate.

On the right side of the row, buttons appear.

3. Click the button.

The Duplicate Rule window appears.
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4. Make any desired changes to the rule.

5. Click Save.

Tenable AI Exposure saves the policy rule to the related policy and adds it to the rules list in
the policy details panel.

Exclusions

Exclusions allow you to create rules that automatically ignore individual alerts. This refers to
removing or filtering out a part of an existing rule or policy from the detector. For example,
excluding a phrase, a specific regex pattern, or another element you don’t want the rule to trigger
on. For example, you may have a known false positive that you no longer want to see in your list of
open issues. You can create an Exclusion rule to hide them from your future issues and alerts
throughout the Tenable AI Exposure interface.

To access the Exclusions page:
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1. In the left navigation menu, click Policies.

The Policies page appears. By default, the Policies tab is selected.

2. Click the Exclusions tab.

The Exclusions page appears.

Here, you can:

l Filter the list:

1. Above the list, use one or more of the following filters to adjust the data displayed in the
list:

o Detection Rule

o Rule Type

o Excluded By

Tenable AI Exposure updates the list based on your selection.

2. Click Clear Filters to clear any filters applied to the list.

l Manage the columns in the list:

1. In the upper-right corner, click the button.

A menu appears.
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2. Select or deselect columns to show or hide them within the list.

l View the following information about your exclusions:

o Detection Rule — The type of detection rule associated with the exclusion, for example,
Exposed PII Data - Email.

Tip: For more information about policies and their related detection rules, see Tenable
AI Exposure Policies and Detection Rules.

o Rule Type — The type of rule, for example, Keyword.

o Exclusion Rule — The keyword or phrase the rule is excluding.

o Excluded by — The Tenable AI Exposure user who created the rule.

On the Exclusions page, you can also manage your exclusions in the following ways:

l Create an Exclusion

l Edit an Exclusion

l Delete an Exclusion

Manage Exclusions

Exclusions allow you to create rules that automatically ignore certain AI alerts. For example, you
may have a known false positive that you no longer want to see in your list of open issues. You can
create an Exclusion rule to hide them from your future issues and alerts throughout the Tenable
AI Exposure interface.

On the Exclusions page, you can manage your Tenable AI Exposure exclusion rules in the following
ways:

Create an Exclusion

To create an exclusion:

1. On the Exclusions page, in the upper-right corner, click Add exclusion rule.

The Add exclusion rule panel appears.
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2. From the Policy drop-down, select the policy you want to apply to the exclusion rule.
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Tip: For more information about policies and their related detection rules, see Tenable AI Exposure
Policies and Detection Rules.

3. From the Detection rule drop-down, select the rule type you want to use for detection.

Note: The options in this drop-down depend on your selection in the Policy drop-down.

4. In the Exclusion type section, select one of the following options:

l Exact match — The rule only excludes issues that match the keyword or phrase text
exactly.

l Wildcard — The rule excludes multiple variations of a keyword or string.

5. In the Exclusion rule text box, do one of the following:

l For Exact match exclusion rules — Type the specific keyword or phrase you want to
exclude.

l ForWildcard exclusion rules — Type the wildcard pattern to exclude.

Tip: You can use the following wildcard characters:

o * (Asterisk): Matches any number of characters, including none.

o ? (Question Mark): Matches exactly one character.

Example wild card patterns:
o *@tenable.com - Excludes all email addresses from the tenable.com domain,
such as john@tenable.com.

o admin*@company.com - Excludes any email that starts with admin and ends
with @company.com, like admin123@company.com.

o 192.168.*.* - Excludes all IP addresses in the range 192.168.x.x, like 192.168.1.1 or
192.168.100.255.

o file_??.log - Excludes filenames like file_01.log, file_AB.log, where the ?
matches any two characters.

6. (Optional) Click Add another exclusion rule to add additional rules to the exclusion.

7. Click Add exclusion.
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Tenable AI Exposure creates the exclusion, adds it to the Exclusions list, and begins excluding
the selected criteria from your issues and alerts.

Edit an Exclusion

To edit an exclusion:

1. On the Exclusions page, in the exclusions list, click the exclusion rule you want to edit.

The Edit exclusion rule panel appears.
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2. Make your desired changes.

3. Click Save.

Tenable AI Exposure saves your changes to the exclusion rule.

Delete an Exclusion
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To delete an exclusion:

1. On the Exclusions page, in the exclusions list, hover over the exclusion rule you want to
delete.

On the right side of the row, a button appears.

2. Click the button.

A confirmation message appears. Tenable AI Exposure removes the rule from the Exclusions
list, and stops excluding the selected criteria from your future issues and alerts.

Ignore Rules

Ignore rules allow you to ignore an entire rule or policy. Instead of modifying parts of it, you can
choose not to enforce or evaluate the rule at all. The scope of ignoring can vary depending on
granularity, for example, ignoring the rule only for a specific agent, for a particular application, or
across all agents. You can create an Ignore Rule to prevent alerts on the rule or policy from
appearing throughout the Tenable AI Exposure interface.

To access the Ignored Rules page:

1. In the left navigation menu, click Policies.

The Policies page appears. By default, the Policies tab is selected.

2. Click the Ignored Rules tab.

The Ignored Rules page appears.

Here, you can:
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l Filter the list:

1. Above the list, use one or more of the following filters to adjust the data displayed in the
list:

o Rule

o Assistants

Tenable AI Exposure updates the list based on your selection.

2. Click Clear Filters to clear any filters applied to the list.

l Manage the columns in the list:

1. In the upper-right corner, click the button.

A menu appears.

2. Select or deselect columns to show or hide them within the list.

l View the following information about your ignore rules:

o Rule — The rule being ignored.

Tip: For more information about policies and their related detection rules, see Tenable
AI Exposure Policies and Detection Rules.

o Assistants — The AI assistants in use.

o App — The AI application to which the ignore rule applies.

o Ignored by — The Tenable AI Exposure user who created the rule.

On the Ignored Rules page, you can also manage your ignore rules in the following ways:

l Create an Ignore Rule

l Delete an Ignore Rule

Manage Ignore Rules

Ignore rules allow you to ignore an entire rule or policy. Instead of modifying parts of it, you can
choose not to enforce or evaluate the rule at all. The scope of ignoring can vary depending on
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granularity, for example, ignoring the rule only for a specific agent, for a particular application, or
across all agents. You can create an Ignore Rule to prevent alerts on the rule or policy from
appearing throughout the Tenable AI Exposure interface.

On the Ignore Rules page, you can manage your Tenable AI Exposure ignore rules in the following
ways:

Create an Ignore Rule

To create an ignore rule:

1. On the Ignored Rules page, in the upper-right corner, click Add ignore rule.

The Add ignore rule window appears.

2. From the Select Rule drop-down, select the rule you want to ignore.

Tip: For more information about policies and their related detection rules, see Tenable AI Exposure
Policies and Detection Rules.

3. In the Apply to section, select the assistant to which you want to apply the ignore rule:
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l Single Assistant — From the Select Assistant drop-down menu, select the individual
assistant to which you want to apply the ignore rule.

l Assistants from the same Application — From the Select Application drop-down menu,
select the AI application to which you want to apply the ignore rule.

l All assistants — Tenable AI Exposure applies the rule to all assistants used.

4. Click Save.

Tenable AI Exposure creates the ignore rule, adds it to the Ignore Rules list, and begins
excluding the selected criteria from your issues and alerts.

Delete an Ignore Rule

To delete an ignore rule:

1. On the Ignored Rules page, in the ignored rules list, do one of the following:

l To delete a single rule:

a. Hover over the rule you want to delete.

On the right side of the row, a button appears.

b. Click the button.

l To delete multiple rules:

a. Select the check box next to each rule you want to delete.

At the bottom of the list, the Delete button appears.

b. Click Delete.

A confirmation message appears. Tenable AI Exposure removes the rule from the Ignore Rules
list, and stops excluding the selected criteria from your future issues and alerts.
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Inventory

The Inventory page in Tenable AI Exposure gives you an at-a-glance view of the following important
items within your instance:

l Agents — Autonomous or semi-autonomous systems that uses artificial intelligence to
perceive its environment, make decisions, and take actions toward achieving specific goals —
often interacting with users, other systems, or external data sources.

l Users — The Tenable AI Exposure users within your instance.

l Memories — ChatGPT's ability to store and recall information across interactions with a user—
beyond a single conversation. It allows ChatGPT to "remember" facts, preferences, or
instructions you’ve shared, which can be used to personalize responses and improve
continuity in future sessions.

To access the Inventory page:

1. In the left navigation menu, click Inventory.

The Inventory page appears. By default, the Agents tab is selected.

For more information, see the following topics:
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l Agents

l Users

l Memories

Agents

An "agent" is a software-based entity that uses artificial intelligence to autonomously or semi-
autonomously perform tasks, make decisions, or interact with users or other systems—potentially
affecting the security posture of the systems it operates within. Agents can be beneficial or
malicious, and their presence introduces new attack surfaces, trust models, and governance
challenges. The Agents tab within Tenable AI Exposure gives you an overview of the agents present
within your organization.

To access the Agents tab:

1. In the left navigation menu, click Inventory.

The Inventory page appears. By default, the Agents tab is selected.

Here, you can:
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l Filter the list:

1. Above the list, use one or more of the following filters to adjust the data displayed in the
list:

o Date selection drop-down

o Tools

o Owner

o App

o Access

o Category

Tenable AI Exposure updates the list based on your selection.

2. Click Clear Filters to clear any filters applied to the list.

l Manage the columns in the list:

1. In the upper-right corner, click the button.

A menu appears.

2. Select or deselect columns to show or hide them within each list.

l View the following information about your agents:

o Name — The name of the agent.

o Updated at — The time and date at which the agent was most recently updated.

o Knowledge — Files or links added as supplemental context that the agent can reference
to provide more accurate and relevant responses. This knowledge can come from
external sources (e.g., web pages or uploaded files) or internal organizational sources
(e.g., documents, databases, or sensitive files).

o Tools — The tools used by the agent to take action, for exampleWeb Search or
Retrieval.

o Owner — The user who owns the agent.
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o App — The AI application associated with the agent.

o Access — The access level of the agent, for example internet-facing or open-to-
organization.

Tip: To change the access level of the agent, you can isolate the agent via the agent details
panel.

o Click on any agent row to view Agent Details for the selected agent.

Agent Details

You can view the additional details for and further manage any agent within the Agents list.

To view agent details:

1. Access the Agents tab.

2. In the agents list, click on the agent for which you want to view additional details.

The agent details panel appears.

Here, you can:
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l In the upper-left corner, click the button to copy the link for the agent details page.

l View the name of the agent.

Tip: Click View Agent to navigate directly to the agent within the appropriate AI application.

l View the date and time at which the agent was last seen by Tenable AI Exposure.

l

Isolate the agent:

Isolating an OpenAI agent, such as ChatGPT, means the agent can only communicate with the
user who created it and the users with which the agent is shared. This means the agent
cannot connect through the internet, and your organization no longer has access to the agent.
This helps mitigate agent risk.

a. In the upper-right corner of the panel, click Isolate Agent.

A confirmation message appears and Tenable AI Exposure isolates the agent.

l

Delete the agent:

a. In the upper-right corner of the panel, click Delete Agent.

A confirmation message appears and Tenable AI Exposure deletes the agent.

Note: When you delete or isolate an agent in Tenable AI Exposure, it impacts the agents in the
ChatGPT environment.

l View General Information about the agent, including the Owner of the agent and the agent's
current Status.

l View the agent Description.
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l View the Issues associated with the agent.

Tip: For more information, see Issues.

l View the Instructions the agent follows to perform its tasks.

l View any Conversation Starters associated with the agent.
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l View the Access and Sharing Status of the agent.

l View any Tools associated with the agent.

Users

The Users tab within Tenable AI Exposure gives you an overview of each user within your Tenable
AI Exposure environment and their AI usage.

To access the Users tab:

1. In the left navigation menu, click Inventory.

The Inventory page appears. By default, the Agents tab is selected.
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2. Click the Users tab.

The Users tab appears.

Here, you can:

l Filter the list:

1. Above the list, use one or more of the following filters to adjust the data displayed in the
list:

o Users

o Name

Tenable AI Exposure updates the list based on your selection.

2. Click Clear Filters to clear any filters applied to the list.

l Manage the columns in the list:

1. In the upper-right corner, click the button.

A menu appears.

2. Select or deselect columns to show or hide them within each list.

l View the following information about your users:
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o User — The user identifier, for example, the user's email address.

o Name — The full name of the user.

o Role — The role assigned to the user, for example standard-user or account-admin.

Note: These roles are set via your AI application. For more information, see the OpenAI Help
Article.

o Status — The user's status, for example, active or inactive.

o Apps — The AI applications accessed by the user.

o Click on any user row to view User Details for the selected user.

User Details

You can view the additional details for and further manage any agent within the Users list.

To view user details:

1. Access the Users tab.

2. In the users list, click on the user for which you want to view additional details.
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The user details panel appears.

Here, you can:

l In the upper-right corner, click the button to copy the link for the user details page.

l Contact the user:

1. In the upper-right corner of the panel, click Contact User.

You navigate directly to an email window where you can directly contact the selected
user.

l See user activity:

1. In the upper-right corner of the panel, click See Activity.

You navigate directly to the Sessions page for the selected user, where you can view
additional information about the user's AI sessions and messages.

l View the user identifier.
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l View General Information about the user, including their Role and their current Status.

l View all Files with which the AI application has interacted with on behalf of the user.

l View the Canvas files with which the user has interacted.

Tip: For more information, see Introducing Canvas.

Here, you can:
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o Delete one or more canvases:

1. Do one of the following:

n To delete one canvas, in the row for the canvas, click the button.

n To delete multiple canvases, select the check box next to each canvas you
want to delete.

The Delete Canvases button appears at the bottom of the page.

a. Click Delete Canvases.

Tenable AI Exposure deletes the selected canvas or canvases.

o View canvas details:

1. Click the row of the canvas for which you want to view additional details.

The canvas details panel appears.

l View the Memories saved for the user within ChatGPT.
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Here, you can:

o Delete one or more memories:

1. Do one of the following:

n To delete one memory, in the row for the memory, click the button.

n To delete multiple memories, select the check box next to each memory you
want to delete.

The Delete Memories button appears at the bottom of the page.

a. Click Delete Memories.

Tenable AI Exposure deletes the selected memory or memories.

Memories

Memory in ChatGPT refers to the system’s ability to store and recall information across interactions
with a user—beyond a single conversation. It allows ChatGPT to "remember" facts, preferences, or
instructions you’ve shared, which can be used to personalize responses and improve continuity in
future sessions.

ChatGPT’s memory works in two ways:

l Saved memories are details ChatGPT remembers and uses in future conversations, like your
name, preferences, or goals. ChatGPT may save important information automatically, but you
can also ask it to remember something directly by saying, “Remember this…”

l Chat history allows ChatGPT to reference past conversations when responding, even if the
information hasn’t been saved as a memory. Since it doesn’t retain every detail, use saved
memories for anything you want ChatGPT to keep top-of-mind.

Examples:

l Your name or preferred nickname (e.g., "Call me Joe")

l Your communication style (e.g., "Be concise" or "Use bullet points")

l Your projects, goals, or areas of interest (e.g., "I’m working on an AI security paper")

l Preferred formats (e.g., "Summarize in tables" or "Always define terms first")
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To access the Memories tab:

1. In the left navigation menu, click Inventory.

The Inventory page appears. By default, the Agents tab is selected.

2. Click the Memories tab.

The Memories tab appears.

Here, you can:

l Use the search bar to search for a specific memory in the list.

l Filter the list:

1. Above the list, use one or more of the following filters to adjust the data displayed in the
list:

o Date selection drop-down

o User

Tenable AI Exposure updates the list based on your selection.

2. Click Clear Filters to clear any filters applied to the list.

l Manage the columns in the list:
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1. In the upper-right corner, click the button.

A menu appears.

2. Select or deselect columns to show or hide them within each list.

l View the following information about your memories:

o Content — The full name of the user.

o User — The user name of the user.

o Created on — The user's status, for example, active or inactive.

l Delete a memory:

1. In the row for the memory you want to delete, click the button.

A confirmation message appears.

2. Click Confirm.

Tenable AI Exposure deletes the memory and its related data, removes it from the
memories list, and removes the memory from the user's ChatGPT instance.
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Settings

The Settings page in Tenable AI Exposure allows you to view and manage your Tenable AI Exposure
container settings, including your AI application integrations, your automatic notifications, and
more!

To access the Settings page:

1. In the left navigation menu, click Settings.

The Settings page appears. By default, the Integrations tab is selected.

For more information, see the following topics:

Integrations

ChatGPT Enterprise

Microsoft Copilot

Audit

Integrations

The Integrations tab in the Settings section of Tenable AI Exposure allows you to view and manage
all of your integrated AI applications. Once you have configured an integration for use with Tenable
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AI Exposure, the application automatically ingests data from that application. Then, you can identify
and mitigate risks related to your use of these applications.

After you integrate your AI application with Tenable AI Exposure, it can take up to 24 hours for your
data to populate. For high volumes of data, the process may require additional time.

After the initial synchronization, the system synchronizes data every 15 minutes.

To access the Integrations page:

1. In the left navigation menu, click Settings.

The Settings page appears. By default, the Integrations tab is selected.

You can configure the following AI applications for use with Tenable AI Exposure:

ChatGPT Enterprise

Microsoft Copilot

ChatGPT Enterprise

Tenable AI Exposure allows you to integrate with the ChatGPT Enterprise platform by OpenAI to
identify any risks from users within your organization that use ChatGPT.

Prerequisites

Before you begin, ensure you have the following:
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l A user with owner permissions for both the OpenAI Platform and ChatGPT Enterprise.

l Ensure the Organization ID in the OpenAI Platform matches the Organization ID of the ChatGPT
Enterprise workspace where you want to enable the Compliance API.

o If the Organization IDs do not match, contact OpenAI Support at support@openai.com to
resolve the issue before proceeding, as the org ID used to create the API key is
recommended to match the org ID of the ChatGPT Enterprise workspace.

Sample Email Template

Subject: Request for Assistance: Organization ID Mismatch for Compliance API Setup

To: support@openai.com

Dear OpenAI Support Team,

I am the administrator of our ChatGPT Enterprise workspace and am in the process of
setting up the Compliance API. I’ve encountered an issue where the Organization ID
listed in our ChatGPT Enterprise workspace Admin Settings
(https://chatgpt.com/admin/settings) differs from the one shown in our OpenAI
Platform Settings (https://platform.openai.com/settings/organization/general).

To proceed with enabling the Compliance API, I need clarification on which Organization
ID should be used. Additionally, I’d like to understand how to align both IDs if needed.

For your reference:

ChatGPT Workspace Organization ID: [Insert ID]

OpenAI Platform Organization ID: [Insert ID]

Thank you for your assistance.

Best regards,

[Your Full Name]

[Your Company Name]

Configure ChatGPT Enterprise for use with Tenable AI Exposure
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To configure ChatGPT Enterprise for use with Tenable AI Exposure, you must perform the following
actions:

Locate your ChatGPT Enterprise Workspace Details

1. Navigate to the ChatGPT Enterprise workspace.

2. In the lower-left corner, click the user icon.

A menu appears.

3. ClickWorkspace settings.

The Settings & permissions page appears.

4. Copy the following values:

l Organization ID

l Workspace ID

Locate your OpenAI Platform Workspace Details and Keys

1. Navigate to the OpenAI Platform. If given the option, choose to Continue with Google.

Note: You must ensure you are signed in to your organization's workspace rather than your personal
workspace. To check, navigate to your general settings and confirm your organization's name is
listed rather than your personal one.

2. In the left navigation menu, navigate to Settings > General.

3. Copy the OpenAI Platform Organization ID.
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4. In the left navigation menu, navigate to Admin keys.

5. Click Create new admin key.

The Create new admin key window appears.

6. In the Name text box, type a name for the admin key.

7. In the Permissions section, select All.
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8. Click Create admin key.

The OpenAI Platform generates your key. Copy this key for later use within Tenable
AI Exposure.

9. Save the following values:

l Chat GPT Workspace ID

l Open AI Platform Organization ID

l Secret Key

l Key name

l Created by

10. Send an email to OpenAI support (support@openai.com) to request that they enable
Compliance API access for your organization's API key.

Important! You MUST receive approval from OpenAI before continuing. Without this approval, the
integration with Tenable AI Exposure will fail.

Sample Email Template

Subject: Request for Compliance API Access for Monitoring

Hi OpenAl Support,

We would like to request enabling the Compliance API for our account so we can monitor our
usage. Here are our account details:

l Chat GPT Workspace ID: [Insert Workspace ID]

l Open AI Platform Organization ID: [Insert Organization ID]

Note: If the ChatGPT Enterprise and OpenAI Platform organization IDs are different,
include both:

l Organization ID: [Insert Organization ID] (ChatGPT Enterprise)

l Organization ID: [Insert Organization ID] (OpenAI Platform)
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l API Key (last 4 characters): [Insert last 4 characters of your API key]

l Key name: [Insert your API key name]

l Requested scope: Read and Delete

l Created by: [name associated with the key]

Please confirm once the Compliance API has been enabled for the provided API key.

Thank you for your assistance.

Best regards,

[Your Name]

[Your Position]

[Your Contact Information]

Tip: You can cc the Tenable team to the email.

Connect ChatGPT Enterprise to Tenable AI Exposure

Once you have the required credentials you can complete your integration through the Tenable
AI Exposure user interface.

1. Log in to Tenable AI Exposure.

2. Navigate to the Integrations page.
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3. In the ChatGPT Enterprise tile, click Connect.

The integration configuration page appears.

4. Paste the following values you copied from the ChatGPT Enterprise platform:
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a. Generated Key

b. Workspace ID

c. Organization ID (Chat GPT)

d. Organization ID (Platform)

5. Select the I confirm that I received confirmation email from OpenAI check box to indicate
that OpenAI enabled the Compliance API for your workspace with the appropriate read and
delete permissions.

6. In the Test Credentials section, click Test Credentials to ensure your integration can connect
to Tenable AI Exposure.

7. Click Save and Connect.

Tenable AI Exposure enables the integration.

Troubleshooting

If you encounter an error message, please ensure you've followed the guide correctly and met all
prerequisites. If the issue persists, use the "Contact Support" window for assistance. Please Include
relevant text or a screenshot that can help us to best resolve your issue effectively.

Microsoft Copilot

Tenable AI Exposure allows you to integrate with Microsoft Copilot to identify any risks associated
with your use of this application.

Prerequisites

Before you begin, ensure you have the following:

Microsoft Copilot 365:

l A Global Administrator within your Microsoft Entra ID environment.

Microsoft Copilot Studio:
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l A Global Administrator or Power Platform Administrator role within your Microsoft Entra ID
environment.

l A registered application called Tenable within your Microsoft Entra ID environment.

Configure Microsoft Copilot for use with Tenable AI Exposure

To configure Microsoft Copilot for use with Tenable AI Exposure, you must perform the following
actions:

Tip: Ensure the Tenable AI Exposure Integrations wizard is open so you can copy and paste the credentials
easily.

Microsoft Copilot 365:

Register your Application and Add API Permissions

1. Log in to Microsoft Entra ID.

2. In the left navigation menu, click Entra ID > App registrations.

3. Click New registration.

The Register an application window appears.
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4. In the Name text box, type Tenable.

5. Click Register.

Microsoft Entra ID creates and registers the application. You navigate to the App registration
page.

6. In the left navigation menu, click API permissions.
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7. Click Add a permission.

The Request API permissions page appears.

8. Click Microsoft Graph.

The configuration options appear.
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9. In theWhat type of permissions does your application require? section, select Application
Permissions.

10. In the Select permissions section, search for and select the following permissions:

l AiEnterpriseInteraction.Read.All” and its relevant checkbox

l "AuditLog.Read.All", and its relevant checkbox
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l "Group.Read.All”, and its relevant checkbox

l "User.Read.All", and its relevant checkbox

l "Mail.Read", and its relevant checkbox

11. Click Add permissions.

12. In the Configured permissions section, click Grant admin consent for Default Directory.

Add a Client Secret

1. On the page for your Tenable application, navigate to Certificates & secrets > New client
secret.

The Add a client secret window appears.

2. In the Description text box, type a name for the client secret.

3. From the Expires drop-down, select the time frame after which you want the client secret to
expire.

4. Generate and copy the following value:

l Secret value
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5. In the left navigation menu, click Overview.

6. In the Essentials section, copy the following values:

l Application (client) ID

l Directory (tenant) ID

Microsoft Copilot Studio:

Copy Environment URL and Create Security Role

1. Log in to the Power Platform admin center.

2. In the left navigation bar, select Manage.
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The Manage page appears.

3. Navigate to Environments > Default Directory.

The environment details appear.

4. Copy the Environment URL.

5. Within this environment, navigate to Settings > Users + permissions > Security roles.
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6. Click New role.

The Create New Role window appears.

Note:You must be a member of the Microsoft Entra ID environment to perform this step. You can
verify that you are a member on the environment details page. If you are not a member, in the upper-
right corner of the environment details page, select Membership and add yourself as a member.
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7. In the Role Name text box, type Tenable-copilot-agents-read.

8. In the Business Unit section, select a business unit from the list or create a new one. Then,
copy the value for future use.

To create a new business unit:-

i. In the selected environment, navigate to Settings > Users + permissions > Business
Unit.

ii. Click Add new business unit.
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9. In the Description, Applies to, and Summary of Core Table Privileges boxes, provide any text
that fits your use case.

Note: These Microsoft metadata fields describe the security role. These fields do not affect the
permissions.

10. From the Member's privilege inheritance drop-down, select Direct User (Basic) access level
and Team privileges.

11. Select the Include App Opener privileges for running Model-Driven apps check box.

12. Click Save.

13. Navigate to Settings > Security roles and select the role you created.

Note: This page might appear automatically after you create the role.

14. Add the role to the following permissions:

l Copilot — Read

l Copilot Interactions — Read

l Copilot Component — Read

l Copilot component collection — Read

l AICopilot — Read

If you do not see all permissions, make sure that you select show all tables as your display
settings.
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Note: Be sure to save the permissions at the organizational level.

15. Click Save.

Create an Application User

1. In the selected environment, navigate to Settings > Users + permissions > Application users.

2. Click Create new app user.

The Create a new app user window appears.
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3. In the App section, select the Tenable app you previously created and registered.

4. In the Business Unit section, select the same business unit you used when configuring the
selected security role.

5. In the Security roles section, select the Tenable-copilot-agents-read role you previously
created.

6. Click Create.

Connect Microsoft Copilot to Tenable AI Exposure

Once you have the required credentials you can complete your integration through the Tenable
AI Exposure user interface.

1. Log in to Tenable AI Exposure.

2. Navigate to the Integrations page.
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3. In the Microsoft 365 Copilot tile, click Connect.

The integration configuration page appears.
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4. Paste the following values you copied from Microsoft Copilot:

a. Secret Value

b. Application (Client) ID

c. Directory (Tenant) ID

d. Environment URL

5. In the Test Credentials section, click Test Credentials to ensure your integration can connect
to Tenable AI Exposure.

6. Click Save and Connect.

Tenable AI Exposure enables the integration.
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Troubleshooting

If you encounter an error message, please ensure you've followed the guide correctly and met all
prerequisites. If the issue persists, use the "Contact Support" window for assistance. Please Include
relevant text or a screenshot that can help us to best resolve your issue effectively.

Audit

The Audit page in Tenable AI Exposure gives you a comprehensive view of your users and their
activity while using AI applications. This enables you to audit your users and their actions.

To access the Audit page:

1. In the left navigation menu, click Settings.

The Settings page appears. By default, the Integrations tab is selected.

2. Click the Audit tab.

The Audit page appears.

Here, you can:
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l Filter the list:

1. Above the list, use one or more of the following filters to adjust the data displayed in the
list:

o Pick a Date

o User

o App

o Engine

o Context

o Topics

o Tasks

o Extension

Tenable AI Exposure updates the list based on your selection.

2. Click Clear Filters to clear any filters applied to the list.

l Manage the columns in the list:

1. In the upper-right corner, click the button.

A menu appears.

2. Select or deselect columns to show or hide them within the list.

l View the following information about your users and their activity:

o Date Time — The date and time at which the user performed the action.

o User — The name of the user that performed the action.

o View — Click to navigate directly to the item that the user performed an action on. For
example, if the user created a notification, you navigate directly to the notification
created by the user.

o Activity — The action performed during the activity, for example Create or Update.
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o Description — A brief description of the action taken by the user, for example, Rule
deleted.
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